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 Time-to-event analysis, also referred to as survival analysis, is

performed to analyze the expected time to event occurrence. This

technique was originally developed for clinical studies, and now has

been applied to many other areas.

 In clinical studies, the Cox proportional hazards regression model, a

de facto standard for the survival analysis, is essentially

semiparametric with underlying assumptions including proportional

hazards, linearity and additivity, which may be oversimplified in

practice. Sub-standard performance of the Cox model dealing with

high dimensional data also limits its utilization.

 In the past decade, the development of machine learning (ML)

methods has impacted a broad spectrum of research areas

including survival analysis.

 Despite these applications of ML algorithms, the ML-based survival

analysis has not been well recognized in the community of

pharmacometrics or quantitative clinical pharmacology.

 There is currently no systematic evaluation for ML algorithms with

regard to their performance advantages over the conventionally

used regression based methods (e.g., Cox model).

INTRODUCTION

METHODS
CONCLUSION(S)

ML-based methods provide a powerful phamracometrics tool for

time-to-event analysis, with built-in capacity for high dimensional

data and better performance when the predictor variables assume

nonlinear relationships in the hazard function.
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Machine Learning (ML) Methods for Time-to-Event Analysis

OBJECTIVES

 We performed extensive simulations to evaluate the utilization and

performance of ML-based approaches for survival analysis, as a big

data pharmacometrics tool alternative to the conventional Cox

regression model.

 Simulation of time-to-event data

• Survival data were simulated using preset Cox models [1], yet with

specific changes.

• Weibull distribution was used for survival time generation.

• By changing the relations of predictor variables in the hazard

function, various complex scenarios were created, i.e.,

linear/independent predictors, nonlinear and/or dependent

predictors, and data with a large number of predictors.

• We simulated the survival data via two approaches: 1) by six

hypothetical mathematical models, 2) by real-world clinically

relevant models.

 ML-based survival analysis

• We adopted the well-developed artificial neural network (ANN) [2]

and random survival forest (RSF) [3] as proxies for the ML-based

methods.

 Both simulations and analysis were performed in R.
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RESULTS

 Mathematical models

Survival data (Kaplan-Meier curves shown below) generated from

Models I-V to represent increasingly complex relationships among

predictor covariates. The covariates being drawn from the same

distribution.

Cox model, ANN and RSF were applied on simulation data to perform

survival analysis. Prediction performance are evaluated in terms of C-

index (concordance index). Results are based on 500 repeated

simulations for each model.
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Model VI: High-dimensional simulation data

The first preset 25 important covariates (indicated in red) were 

successfully identified with relatively larger importance values than 

the non-significant covariates by both RSF and ANN. 

 Clinically relevant models

E-R relationship for an anticancer drug

Model Description Relationship for covariates in hazard function

A
Interaction between ECOG 

and 𝐶𝑡𝑟𝑜𝑢𝑔ℎ

𝛽1 × 𝐸𝐶𝑂𝐺 + 𝛽2 × 𝑇𝑢𝑚𝑜𝑟 𝑠𝑖𝑧𝑒 + 𝛽3 × 𝐶𝑡𝑟𝑜𝑢𝑔ℎ
+𝛽13 × 𝐸𝐶𝑂𝐺 × 𝐶𝑡𝑟𝑜𝑢𝑔ℎ

B
Nonlinear drug (Emax-type)

exposure effects

𝛽1 × 𝐸𝐶𝑂𝐺 + 𝛽2 × 𝑇𝑢𝑚𝑜𝑟 𝑠𝑖𝑧𝑒

+𝛽13 ×
60 × 𝐶𝑡𝑟𝑜𝑢𝑔ℎ

30 + 𝐶𝑡𝑟𝑜𝑢𝑔ℎ

Response: survival probability

Exposure: 𝐶𝑡𝑟𝑜𝑢𝑔ℎ
Confounding covariates: tumor size, ECOG
*ECOG: a performance score to measure a patient’s daily living abilities)

Data generated from non-linear, non-additive clinical relevant models.

ML-based methods, both ANN and RSF can offer C-index of ~0.7

(model A) and ~0.6 (model B) vs. 0.5 by the Cox model.
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